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The worldwide adoption of Twitter turned it into one of the most popular platforms for content analysis
as it serves as a gauge of the public’s feeling and opinion on a variety of topics. This is particularly true
of political discussions and lawmakers actions and initiatives. Yet, one common but unrealistic assumption
is that the data of interest for analysis is readily available in a comprehensive and accurate form. Data
need to be retrieved, but due to the brevity and noisy nature of Twitter content, it is difficult to formulate
user queries that match relevant posts that use different terminology without introducing a considerable
volume of unwanted content. This problem is aggravated when the analysis must contemplate multiple and
related topics of interest, for which comments are being concurrently posted. This paper presents ATR-Vis,
a user-driven visual approach for the retrieval of Twitter content applicable to this scenario. The method
proposes a set of active retrieval strategies to involve an analyst in such a way that a major improvement
in retrieval coverage and precision is attained with minimal user effort. ATR-Vis enables non-technical
users to benefit from the aforementioned active learning strategies by providing visual aids to facilitate the
requested supervision. This supports the exploration of the space of potentially relevant tweets, and affords
a better understanding of the retrieval results. We evaluate our approach in scenarios in which the task is
to retrieve tweets related to multiple parliamentary debates within a specific time span. We collected two
Twitter data sets, one associated with debates in the Canadian House of Commons during a particular week
in May 2014, and another associated with debates in the Brazilian Federal Senate during a selected week
in May 2015. The two use cases illustrate the effectiveness of ATR-Vis for the retrieval of relevant tweets,
while quantitative results show that our approach achieves high retrieval quality with a modest amount of
supervision. Finally, we evaluated our tool with three external users who perform searching in social media
as part of their professional work.
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1. INTRODUCTION

Twitter is one of the most popular microblogging services around the world, and as
in most social communication media, politics is a frequent conversation topic. Politi-
cians, party organizers, the press media and the general public use social media to
express opinions, compete for public attention and recruit new supporters [Aharony
2012; Gruzd and Roy 2014; Xu et al. 2013]. As a result, there is a genuine interest in
mining this diversely rich and endless source of public opinions. In the latest elections
in the United States and Canada, for instance, Twitter was extensively used during
live media events such as presidential debates [Shamma et al. 2010], and as a platform
for expressing opinions about presidential candidates [Contractor et al. 2015].

In national legislatures, government laws are introduced, debated and voted by the
members of the parliament or congress. Recently established open government data
policies render this information readily available. At the same time Twitter has be-
come widely adopted by the public as a platform for engaging in discussions about
the various bills under debate in the parliament. While several computational tools
for the textual analysis of social media data have been proposed, tools for retrieving
such data effectively are still lacking [Liu et al. 2016]. This work addresses this gap.
Our specific goal is to retrieve Twitter posts related to political debates held in the
parliament, and associate them to the specific debate they refer to. Such association
is important because it allows identifying public opinion about political decisions and
bills under debate. Yet, it must be accurate, so that retrieved content is relevant, and
comprehensive to ensure that diversely expressed opinions are captured. Politicians,
political analysts and journalists can benefit from this association as they may want
to follow specific debates/topics and need to distinguish what people are saying about
their debates of interest.

A well-recognized challenge when working with tweets is their textual content being
short and riddled with acronyms, slang, incorrect spelling and grammar [Rosa et al.
2011]. Adding to this, our research problem poses its own specific challenges. One fac-
tor that renders it particularly difficult is the semantic relatedness among debates.
Besides all target tweets having “federal politics” as their underlying topic, different
debates can have other topics in common. For instance, during the second week of May
2014 debates on the issues of “Kidnapping of Girls in Nigeria” and of “Aboriginal Af-
fairs” were taking place in Canada. Although they are distinct, both deal with similar
issues of violence against women, which makes the association task especially chal-
lenging. Most contributions reported so far on tweet classification or retrieval consider
well-differentiated categories such as sports, politics, economics and technology [Lee
et al. 2011; Sriram et al. 2010], which constitutes a scenario simpler than the one
considered here.

An additional challenge for our problem is that the distribution of tweets over de-
bates is severely imbalanced. Some debates may raise issues that are deemed impor-
tant to a larger audience and consequently they will originate more tweets than other
debates related to more specific questions. Moreover, the relevant tweets to any de-
bate are a small fraction of the overall volume of data. Another issue is the dynamic
nature of the problem, as new debates are continuously introduced whenever a legisla-
tive session is held. It would not be suitable to train a model on old data, but it would
also be infeasible to label large quantities of data every time new debates start to be
monitored.

Considering that no labeled data is available to train a model, our approach relies on
two aspects: (1) inspired by the idea of query expansion (pseudo relevance feedback [Xu
and Croft 1996]) we iteratively refine the queries by which tweets are retrieved to max-
imally improve recall and precision and (2) we involve the user in the retrieval process
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so that her domain knowledge can be leveraged. Therefore, we introduce an interac-
tive and exploratory tool, named ATR-Vis (Active Tweet Retrieval Visualization), to
facilitate the association process using multiple active retrieval strategies. The tool vi-
sualizes the tweets that have already been associated with each debate, and also those
deemed as important for the user to inspect and assign. Yet, the user is also offered
other visual means to explore the data, so that s/he can associate tweets based on this
exploration and beyond what it is being “suggested” by the system. While it relies on
user involvement to improve the association of tweets, ATR-Vis aims at keeping this
involvement to a minimum. As opposed to other active retrieval approaches, the set
of strategies introduced here exploit particular features of Twitter to select the most
appropriate labeling requests. The main contributions of this paper include:1

— The proposal of a set of active retrieval strategies that are specific to Twitter and
increase the retrieval accuracy in terms of precision and recall while minimizing
user effort, i.e. the number of labeling requests.

— A comparison of the proposed approach with a state-of-the-art active retrieval
method and its evaluation on different datasets.

— The presentation of an interactive framework, ATR-Vis, that enables non-technical
users to employ the aforementioned active learning strategies while exploring the
space of potential tweets and gaining a better understanding of the results.

The paper is organized as follows. After introducing a formal definition for our prob-
lem, Section 2 describes related work, which includes active learning approaches and
exploratory tools for Twitter. Our user-driven visual framework for active retrieval is
described in Section 3. Section 4 describes our results, covering quantitative experi-
ments, use cases illustrating the applicability of our proposed framework and a qual-
itative analysis conducted with potential end users. The section closes with a critical
discussion of the results presented. Finally, concluding remarks are stated in Section
5.

1.1. Problem Definition

DEFINITION 1. Given a set of tweets T = {t1, t2, ..., tn} and a set of debates D =
{d1, d2, ..., dm}, the task is to retrieve, for each debate di ∈ D, a set of tweets Ti ⊆ T so
that tweets in Ti are relevant to the debate di, and Ti ∩ Tj = ∅ for i 6= j. Equivalently,
we define for any tweet t ∈ T a function f(tk) = di if the retrieval method associates tk
with di or f(tk) = ∅ if tk is not retrieved, and therefore considered as “non-relevant” to
any of the debates.

Consistent with a typical information retrieval setting, we assume labeled data is
not available for learning. However, we extend this setting assuming an external in-
formation source may be accessed (a domain expert or oracle) that can manually label
a given tweet with any or none of the debates in D. We also assume that there is a
practical cost of accessing the information source, so it is important to minimize the
number of instances to be presented for feedback. Note from the definition that we
presume each tweet is related to at most one debate.2

1From the contributions listed, the first one has been introduced in a previous work [Makki et al. 2015], and
the last two are being introduced in this paper.
2This can be also stated as a classification problem, where we try to assign each tweet to a debate (or assign
it to an additional “non-relevant” class when it is not retrieved). However, since initially there is no labeled
data and queries are inferred from the debates, the problem is more naturally posed as an information
retrieval problem.
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2. RELATED WORK

Given the importance of microblog content and the multiple challenges described in
the previous section, several research efforts have addressed Twitter content retrieval,
classification and/or analysis. Initial attempts relied on manual identification of rele-
vant keywords that are used to filter relevant posts either as part of the Twitter API
parameters [Borge-Holthoefer et al. 2011; Gaffney 2010] or in a postprocessing step
[Conover et al. 2011; Romero et al. 2011]. However, due to the noisy and evolving na-
ture of tweet terminology, it is hard to ensure a proper recall, i.e. capturing all relevant
topics without biasing the results towards certain specific keywords [Filho et al. 2015].
Other approaches considered query expansion to enrich the query terms and overcome
the vocabulary mismatch problem [Massoudi et al. 2011; Gurini and Gasparetti 2012].
More recent methods resorted to external knowledge sources such as Wikipedia, Free-
base, and Wordnet to obtain additional related terms to expand the query [Qiang et al.
2015; Lucia and Ferrari 2014]. However, expanding queries can undermine the preci-
sion of the retrieval as more generic terms are included [Miyanishi et al. 2013]. Our
query expansion approach aims at adding features while preventing a loss in retrieval
precision. Similar to our work, other studies highlighted the advantages of consider-
ing the structural information surrounding a tweet such as the hashtags, URLs and
replies to other posts [Luo et al. 2012a; Luo et al. 2012b].

The labeling of Twitter data is an expensive process with its usefulness and gener-
ality limited to a certain thematic context and time window. Therefore, several stud-
ies have focused on learning models with limited labeled data. Semi-supervised tech-
niques rely on large amounts of available unlabeled data along with a small amount of
labeled data. For instance, a semi-supervised Bayesian network model for Twitter top-
ical classification was proposed in [Chen et al. 2012], and a semi-supervised SVM-rank
for scoring tweets based on their credibility is described in [Gupta et al. 2014].

Similarly, active learning is a special case of semi-supervision where the method
itself requests instances to be labeled from an information source. The use of active
learning techniques for analyzing microblog messages is a relatively new research
topic. Hu et al. [2013] showed the importance of considering social relations and user
similarity among microblog posters in selecting the instances to be labeled for the task
of topical classification. The AIDR (Artificial Intelligence for Disaster Response) sys-
tem [Imran et al. 2014] selects tweets to be labeled through crowdsourcing to identify
informative tweets for disaster management. Peetz et al. [Peetz et al. 2013] trained
a Naı̈ve Bayes classifier and selected the most uncertain samples to be labeled to
improve the performance of named-entity disambiguation in Twitter. The methods
adopted in the latter two works consider only the tweet’s textual content to train their
classifier and to select the instances for labeling requests. They do not explicitly model
other specific Twitter features, e.g. reply-related information. Moreover, none of the
previous approaches considered this task within an interactive exploratory setting,
where a human user can participate in the labeling task.

Active retrieval would be the analog of active learning for the task of information re-
trieval [Jaakkola and Siegelmann 2001]. Similar to active learning, the retrieval sys-
tem is allowed to request instances to be labeled on an interactive basis for the sake of
improving retrieval precision or recall. Again, it is assumed that there is a cost associ-
ated with each labeling request, so the number of requests should be minimized. Two
major differences are that active retrieval is expected to face a cold start, i.e. starting
with no labeled data, and some sort of query is available representing the information
need. ReQ-ReC [Li et al. 2014] can be arguably considered as one of the state-of-the art
active retrieval systems. The method consists of a sequence of two cycles. The inner cy-
cle aims to improve the precision of the retrieval by training an SVM classifier, where
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uncertain instances are selected for user labeling. The outer cycle aims to improve the
recall by automatically formulating a new query that is obtained from low-ranked but
relevant documents in the hope of increasing the diversity of the retrieval. While ReQ-
ReC does not provide any exploratory features, we adopt it as a basis for comparing
the back-end of our approach.

We note that these research efforts are not exempt of controversy on the possible
limitations of this type of analysis, or around the ethical and social implications on
working with people’s generated content who may be unaware of how their data is
being used and what the limitations of these analysis are [Boyd and Crawford 2012;
Bertot et al. 2010]. While these are important questions to be addressed by govern-
ments and policy makers, the provision of computational tools as the one described in
this paper - specially those targeting the accurate retrieval of content - is a relevant
contribution to favor a better understanding of how such data can be leveraged and
what their possible implications are.

2.1. Visual Analytics for Microblog Content

A fair amount of work has been devoted to the analysis and exploration of text using
visual analytics [Alencar et al. 2012]. The underlying idea behind visual analytics is to
combine the benefits of data mining with the cognitive abilities and domain knowledge
of a human user to perform a certain analytical task that cannot be performed auto-
matically [Keim et al. 2010]. Interactive visualizations become the means by which the
user observes and explores the data space and communicates her information needs
[Thomas et al. 2006].

Twitter has been attracting considerable attention as a data platform for visual
text analytics. Initially, the tools focused mainly on providing platforms for visual-
izing Twitter content, users and images beyond the conventional list layout [O’Connor
et al. 2010; Dörk et al. 2010; Diakopoulos et al. 2010]. Most tools apply dynamic topic
models and present them using ThemeRiver-inspired visualizations [Havre et al. 2000]
to convey a summary of the conversations over time. A second generation of systems
took the idea of extracting topics over time and applied more advanced text processing
algorithms to improve content analysis. For instance, Leadline [Dou et al. 2012] aims
at extracting the major events that led to changes in the topical themes and charac-
terizing each event with information on who, what, when, and where. The analysis of
evolving topics from the perspective of how they compete among each other and how
they diffuse to different users were addressed in [Xu et al. 2013; Liu et al. 2014; Sun
et al. 2014]. Yet other studies proposed methods for predicting revenue or stock prices
from Web data. A visual analytics system to predict the box-office success of a movie
was proposed by Lu et al. [2014], where the number of mentions in Twitter per day is
one of the few variables of the model. Retrieval is restricted to the hashtag posted by
the movie’s official Twitter account. However, none of these previous works consider a
systematic strategy for accurate retrieval of relevant tweets, rather they analyze all
Twitter posts that match a given set of keywords.

Solutions such as SensePlace2 [MacEachren et al. 2011] and the system by Chae et
al. [2012] focus on providing geo-visual analytics for understanding place, time, and
theme components of evolving situations. Such solutions have been proved useful to
improve situational awareness in monitoring catastrophes based on their reporting on
Twitter. Scatterblogs2 [Bosch et al. 2013] is another visual analytics tool for situational
awareness, but unlike the previous two it supports the expansion of an initial manual
query by looking at the co-occurrence of tweets retrieved with the first query. These
filtering aids are mostly based on textual content only, without taking Twitter-specific
features into account.
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Concerning the target goal of improving retrieval capability, the recent tool intro-
duced by Liu et al. [2016] is probably the closest to ours. It also exploits the spe-
cific characteristics of microblog data to improve retrieval performance when look-
ing for information in twitter posts. The authors propose an uncertainty-aware mi-
croblog retrieval model to quickly retrieve salient items, i.e. posts, users and hashtags,
and provide an estimate of the uncertainty associated with the retrieval model. The
retrieval relies on a previously introduced uncertainty-based mutual reinforcement
graph model, in which the quality of a post content, user social influence and hashtag
popularity mutually reinforce each other in order to determine the relevance of a post
to a query. A composite visualization using a graph metaphor is proposed to support
analysts to understand the retrieved data and interactively refine the retrieval model.

Both our work and Liu et al.’s aim at providing visual means for improving and fa-
cilitating retrieval. However, Liu et al. focus on the authorativeness and popularity
of the posts, while we focus on their thematic relevance and the ability to identify as
many relevant posts as possible. Although Liu et al. acknowledge the difficulties asso-
ciated with evaluating recall, its estimation is highly important for our motivation. In
addition, we consider the simultaneous retrieval of multiple, unbalanced and closely-
related topics, which makes it challenging to achieve a high precision retrieval. We
address these challenges by proposing active retrieval strategies, where a user pro-
vides feedback on request by the system—in addition to the feedback from her own
exploration—to improve retrieval results.

3. ATR-VIS DESCRIPTION

The main goal of our proposed approach is, given a set of target debates, to retrieve
tweets relevant to each debate, attempting to maximize precision and recall. Our
framework for handling the problem has three major components. The first compo-
nent is responsible for the initial unsupervised retrieval, trying to achieve the best
possible response without any human intervention. Clearly, the better this component
performs, the less load is put on a user in subsequent steps. Retrieved tweets provide
a pseudo-relevance feedback [Xu and Croft 1996] that is used to improve the set of
discriminative features.

The second component encompasses a set of strategies introduced to involve the
user in those critical cases where her involvement is likely to yield an increase in
the retrieval precision or recall. This component is tightly connected with the third
one, i.e. the interactive visualizations. These components present selected instances
for manual labeling and enable user exploration over the collection of tweets and their
characterizing features. The results of user interaction are fed back into the retrieval
engine, which analyzes the given information to automatically extract new discrim-
inative features that will guide further iterations of the retrieval process. The whole
process is illustrated in Figure 1, while Table I summarizes the notation used through-
out this paper.

3.1. Unsupervised Tweet Retrieval

In order to formulate our queries we follow an approach similar to that introduced
by Golestan Far et al. [2015], which generates the query by extracting discriminative
terms from a document representative of the information need. A representative doc-
ument for each debate is produced by concatenating all transcripts of a single debate,
which can span multiple parliament sessions and days. From each document a set of
discriminative keyterms for the debate is extracted, based on their tf-idf values. The
keyterms identified for each debate define the query for retrieving the relevant tweets
from T .

ACM Transactions on Knowledge Discovery from Data, Vol. 11, No. 4, Article A, Publication date: July 2017.



Visual Interactive Information Retrieval in Twitter A:7

Fig. 1. The proposed framework for retrieving tweets relevant to a set of political debates. The unsupervised
retrieval consists of extracting discriminative features (a) and retrieving tweets (b), and the active retrieval
component selects the labeling requests (c) and updates the retrieval model based on the obtained labels (d).

Table I. Notation used in this paper.

Notation Description
T Set of tweets in our dataset.

D Set of relevant debates.

k List of tweet features.

Ω Matrix of weights ωi,j representing the importance of feature ki to debate dj .

H Set of all hashtags occurring in T .

f(ti) Returns the debate associated with tweet ti by the retrieval method.

Tj Set of tweets Tj associated with debate dj by the retrieval method.

F (T ′) Returns the frequency distribution of debates associated with a set of tweets T ′ by the retrieval method.

T (ho) Set of tweets having hashtag ho.

R(ti) Set of tweets in the reply chain of tweet ti.

df(ho) Debate frequency of hashtag ho.

V (T ′) Virtual document constructed by concatenating the textual content of a set of tweets.

Using just the debate transcripts as a source for the queries is not enough, however,
as there is a potential mismatch between the formal vocabulary used in the debates
and the informal one adopted in Twitter. Therefore, inspired by the pseudo-relevance
feedback approach [Xu and Croft 1996] we use the retrieved tweets to further ex-
pand the list of discriminative keyterms. In addition to regular terms, discriminative
Twitter-specific features such as hashtags, user mentions and URLs that appear in the
retrieved tweets are also extracted and added to the list of features. For example, for
the Canadian debate about “Bill C–23, Fair Elections Act” the features “fraud”, “#un-
fairelectionsact”, “@PierrePoilievre” and the expanded URL of “http://fw.to/oO9okOb”
are added, which represent respectively a common term, a popular hashtag against
the bill, the politician who introduced the bill, and a link to a news article explaining
the bill.
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DEFINITION 2. Let k = (k1, k2, . . . , ks) be the list of features, and let matrix Ω =
(ωi,j) ∈ R

s×m indicate the importance of each of the s features in each of the m distinct
debates.

Following the above definition, a matrix component ωi,j contains a non-zero value if
feature i is selected as a discriminative feature of debate j. The discriminative power
of our different types of features (terms, URLs, user mentions and hashtags) is not
necessarily the same. Thus, the non-zero values of ωi,j are initially set according to
the feature type. The overall intuition is that some features (e.g. hashtags) are more
reliable indicators of the debate than other types of features (e.g. user mentions), so we
assign them different initial weights. The setting of these weights by feature type is
further described in Section 4.2. When new features are extracted at later iterations,
their initial weights are decayed proportionally with the number of iterations to avoid
unstable behavior.

A debate dj is thus represented as a feature vector dj = (ω1,j , ω2,j, . . . , ωs,j), while for
a tweet we define its feature vector as:

ti = (α1,i, α2,i, . . . , αs,i), αp,i =

{

1, kp ∈ ti
0, kp 6∈ ti

, p ∈ [1, . . . , s]. (1)

Similarity between a debate dj and a tweet ti is given by the dot product of their feature
vectors. When retrieving tweets we calculate the similarity score for each tweet-debate
pair, and the tweet is assigned to the debate for which the similarity score is highest
provided this similarity is above a certain threshold. Details about the setting of this
threshold are provided in Section 4.2.

3.2. Active Tweet Retrieval

We propose four strategies for improving retrieval accuracy with user involvement.
The goal is to select instances to be labeled that are most helpful in improving retrieval
results while minimizing the number of labeling requests. The feedback resulting from
a labeling request is important not only for that particular request, but also from what
can be learned from it.

3.2.1. Ambiguous retrieval. Tweets are retrieved to the debate that has the highest sim-
ilarity to its query. However, multiple debates could have very similar highest scores.
This scenario suggests a good opportunity for asking the user to clarify the ambigu-
ity. The user feedback is useful not only to determine the correct debate for these
similarly-scoring tweets, but also to modify the current list of automatically extracted
discriminative features.

Let sim(ti, dj) ≈ sim(ti, dr) with dj and dr having the highest scores for ti compared
to other debates in D. Upon the presentation of ti to the user, if she assigns ti to dj ,
we can find the specific features in k that contributed to sim(ti, dr) and reduce their
associated weights for debate dr, i.e. reduce ωp,r for any kp in ti. Similarly, an increase
in the weights of the features of the winning debate is also applied. This reduction (or
increase) is proportional to the overall number of tweets associated with dr for which
kp 6= 0.

Any specific hashtag found in ti represents a valuable piece of information (in Sec-
tion 3.2.3 we discuss how specific hashtags are identified). Therefore, any other non-
retrieved tweet that includes this hashtag is also retrieved to the same class.

3.2.2. Near-Duplicates. We observed that in our Twitter dataset a large number of
tweets are near-duplicates of each other (and they are not retweets). It is safe to as-
sume that tweets that are near-duplicates should be assigned to the same debate.
Therefore, we identify clusters of near-duplicate tweets, where a tweet is added to a
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Fig. 2. Hashtag selection strategy to improve retrieval precision and recall.

cluster if it is a near-duplicate of all the tweets already in that cluster. Tweets from
larger clusters have more potential as candidates for labeling requests, since labeling
a single tweet from a cluster is sufficient to associate all its tweets with the same de-
bate. Furthermore, the likelihood of the cluster belonging to a debate is an important
criterion to avoid requesting the labeling of tweets in a non-relevant cluster. As a re-
sult, we rank clusters by their likelihood to belong to a debate and their cardinality,
and use this rank to present to the user tweets from these near-duplicate clusters for
labeling. We also take advantage of any specific hashtag identified in a labeled cluster,
as described in the previous strategy.

Checking for near-duplicates naively has a quadratic time complexity, which given
the typical scale of Twitter datasets becomes computationally prohibitive. Therefore,
we apply Locality Sensitive Hashing [Slaney and Casey 2008], that allows near-
duplicates to be found in linear time complexity. Intuitively, this method works by
breaking down the text content in smaller pieces and applying a hash function to each
piece. If multiple pieces of different documents are hashed to the same values, then
there is a high probability that these documents are duplicates or near-duplicates.
The specific approach adopted is similar to the one described by Soto et al. 2015, which
consists in taking word tri-grams of the tweet content, using min-hashing to reduce
the feature set, and hashing signature bands to identify near-duplicate content.

3.2.3. Leveraging Hashtags. Hashtags are possibly the most popular feature in Twitter.
People use them to make their tweets easier to find and to engage in conversations with
others. This third strategy relies on frequent specific hashtags to find tweets that were
either retrieved to the wrong debates or failed to be retrieved. The sequence of steps
for leveraging hashtag occurrences and user knowledge to improve retrieval results is
illustrated in Figure 2 and described next.

Filtering Stop Hashtags. Candidate hashtags for improving retrieval accuracy are
those likely to be good indicators of a specific topic in the problem domain. For in-
stance, while “#cdnpoli” is a hashtag often associated with posts related to Canadian
politics in general, it cannot be taken as a discriminative feature in the context of
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our debate association problem, since it appears in tweets related to many different
debates being held in the Canadian parliament. We refer to these hashtags as “stop
hashtags”—similar to stop words in natural language processing, they do not add any
useful information for the topical categorization of the data.

DEFINITION 3. We define a virtual document as the concatenation in no specific
order of the textual content of a set of tweets. We use the function V (T ′) to indicate the
virtual document obtained from the set of tweets T ′.

It is worth noting that stop hashtags are highly domain-specific. In our scenario,
in order to identify a stop hashtag we must look at how many debates are likely to
retrieve tweets, given that hashtag. The more debates a hashtag appears in, the more
likely it should be considered as a stop hashtag. Therefore, we construct a virtual
document for each debate by concatenating all its tweets as assigned by the retrieval
algorithm, i.e. V (Tj)∀j. Then, each hashtag ho is ranked in ascending order based on
its debate frequency df(ho), i.e. the number of virtual documents that include hashtag
ho. The result is a sorted list of hashtags, with those on the top being more likely to be
specific.

Improving precision using hashtags. Our unsupervised method may retrieve con-
tent incorrectly, thus associating hashtags with the wrong debates, which in turn may
lead to the retrieval of more irrelevant tweets. In order to use hashtags to improve re-
trieval precision we must first identify those non-stop hashtags that appear in tweets
that have been incorrectly associated. Two scenarios are possible: either those tweets
including a non-stop hashtag have been retrieved to more than one debate, or all of
them have been associated with a unique debate. The first scenario is likely to be a
conflict situation for the system, as a specific hashtag has been retrieved to multiple
debates. The second scenario would indicate that either all retrieved tweets containing
that hashtag are correctly associated, or they are all incorrectly associated.

DEFINITION 4. Let T (ho) be the set of tweets that include a hashtag ho and F (T (ho))
the frequency distribution of debates associated with the tweets in T (ho) by our retrieval
method. The normalized entropy for the distribution F (T (ho)) is calculated as follows:

η(F (T (ho))) =

m
∑

j=1

−F (T (ho))(dj) log(F (T (ho))(dj))

log(|F (T (ho))|)
(2)

In the first scenario, ho occurs in more than one debate, df(ho) > 1. Assuming that
ho is not a stop hashtag, the value df(ho) is small. We first compute F (T (ho)) and then
its normalized entropy, η(F (T (ho))), using Equation 2. After computing this entropy
value for all the non-stop hashtags, they are ranked in decreasing order. This nor-
malized entropy allows to identify uniform-like distributions in F (T (ho)), which could
be an indicator of incorrect associations as we assumed ho to not be a stop hashtag.
Therefore, high-ranked hashtags are good candidates for involving the user to decide
whether there is any issue with the retrieval of the tweets in T (ho) or not.

In the second scenario, the hashtag ho occurs in a single debate, df(ho) = 1. In this
case, either all tweets in T (ho) have been correctly retrieved, or all of them have been
assigned to the wrong debate. To determine which the true situation for the given
hashtag ho is, we first build a virtual document—referred to it as V (T (ho))—by con-
catenating the textual content of all the tweets in T (ho). Then, we construct a virtual
document for each debate by concatenating all the tweets previously associated with
it except those in T (ho), i.e. V (Tj − T (ho)). By calculating a similarity score between
V (T (ho)) and V (Tj − T (ho)), ∀j, it is possible to identify the most similar debate to the
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tweets in T (ho). If the highest-scoring debate for the tweets in T (ho) is different from
the debate retrieved by our algorithm there is a good likelihood that these tweets have
been mistakenly associated. In this case we involve the user to address this inconsis-
tency and decide which debate they should be associated with.

The similarity score between two virtual documents is computed from a vector profile
built for each of them containing a list of words with the highest tf-idf values. Then,
we compute the Jaccard similarity using binary weights for their corresponding vector
profiles, i.e. Jacc(V (T (ho)), V (Tj − T (ho))).

Improving recall using hashtags. The unsupervised retrieval algorithm may fail to
retrieve all relevant tweets mostly due to the vocabulary mismatch problem. To im-
prove retrieval recall, we need to look for hashtags that have not been selected as dis-
criminative features but are still “good indicators” of debates in D. A straightforward
approach would be to select the most frequent non-stop hashtags occurring in the non-
retrieved tweets (see Section 4.1 for a description of what is considered as our pool of
non-retrieved tweets). However, these would not necessarily indicate similarity to any
of the given debates. For instance, “#no2niki” is a frequent hashtag in tweets opposing
a parliament member with reference to a motion on abortion. While it could be a dis-
criminative feature to identify tweets about this topic, if “Abortion” is not among our
selected debates, then this hashtag is not a good candidate for improving the recall.

To identify non-retrieved hashtags that are indicators of debates in D, we follow
the same previous approach to calculate the similarity between the virtual document
V (ho) of the tweets that include a given hashtag ho and all tweets retrieved as rele-
vant to each debate in D. Each hashtag is then associated with the debate with the
highest similarity score, i.e. max Jacc(V (ho), V (dj , ho), ∀dj ∈ D. In this way, a list of
hashtags ranked in decreasing order of their associated maximum similarity value to
the debates is built. Given that they are likely to be relevant to some debate in D, we
follow the ranking to present the candidate hashtags in this list to the user and ask
for feedback on their relevance.

3.2.4. Leveraging Replies. As a social media platform, Twitter enables users to engage
in conversations by replying to other users’ posts. We consider this relational informa-
tion between tweets as one of the selection strategies, following the hypothesis that
replies to a tweet ti are likely to be associated with the same debate as ti.

We first trace back reply tweets to their sources, which are tweets that are not replies
to any other tweet. We group together all the reply tweets that share the same source,
including the source itself. The reply chain of a tweet ti, i.e. R(ti), contains all tweets
that have been grouped due to their reply relation.

Considering only the tweets in R(ti) that are already retrieved to debates in D, we
calculate an entropy value using a similar approach to that described in Equation 2.
If all these tweets are associated with the same debate, then the entropy value will be
equal to zero, while if they are split uniformly among all debates, the entropy value
will be equal to one. Reply chains with a high entropy signal some inconsistency be-
tween the conversation topic addressed by the tweets and their retrieval, and conse-
quently it is more likely that some of these reply tweets were indeed retrieved to the
wrong debates. Therefore, tweets in high entropy reply chains are good candidates for
user involvement. Their cardinality is also considered in selecting the candidate re-
ply chains. Thus, reply chains are sorted based on their entropy value multiplied by a
value proportional to their cardinality, i.e. η(F (R(ti))× log(|R(ti)|). These reply chains
are presented to the user following this sorting. This strategy helps improve both preci-
sion and recall, as it allows to correct mistaken assignments and also to recover tweets
that had not yet been retrieved.
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It is not possible to calculate the entropy function if no tweets are retrieved in the
reply chain of a source tweet ti, i.e. F (R(ti)) = ∅. This may be due to either a failure
of the retrieval method, or these tweets are actually not related to any of the target
debates. In order to determine whether these tweets are likely to be relevant, we select
the largest reply chains for user inspection. In this case, any tweet labeled as relevant
to one of the debates will contribute to improving retrieval recall. As in previous cases,
any specific hashtag identified within a labeled tweet is leveraged as described in the
first two strategies. Even if the user believes that the entire reply chain is not rele-
vant to any debate, the method still benefits from the feedback by identifying specific
hashtags and URLs that appear in these tweets and influencing the algorithm not to
retrieve tweets containing these features in the future.

3.3. Interactive Visualizations

In order for the framework to be accessible and usable by non-technical persons, the
retrieval process and its embedded strategies have been integrated into a visual in-
terface that includes multiple complementary interactive visualizations. The resulting
tool affords a user-driven analysis that fosters a better understanding of the retrieval
strategies and enables the system to incorporate user domain knowledge in learning
the assignment strategies. Therefore, the visual interface of ATR-Vis has been de-
signed to meet the following goals:

(1) Provide an interface that incorporates and supports active retrieval strategies for
an accurate and complete retrieval of tweets given a set of predefined debates.
Such an interface should reduce user effort when handling labeling requests by
presenting appropriate visual aids to support her task. To generate the desired
impact, the tool should be understandable by non-data mining experts.

(2) Enable user-driven exploration of the retrieved and non-retrieved tweets and al-
low her to modify the retrieval model as a result from this exploration, beyond
the handling of the labeling requests (e.g. by updating the debate-characterizing
features).

ATR-Vis is a web-based application. The front end was built using D3.js [Bostock
et al. 2011] and Bootstrap3, while the backend was written in Java and uses Apache
Lucene4 for text indexing and searching. Design choices of ATR-Vis were made based
on the analytical tasks and the type of data to be visualized, and by following expres-
siveness and effectiveness principles [Munzner 2014]. Multiple coordinated visualiza-
tions are employed due to their helpfulness for exploring intricate data with diverse
attributes [North and Shneiderman 2000; Roberts 2007].

The visual interface consists of two main views: Assignment and More. The Assign-
ment view enables the retrieval method to obtain feedback from labeling requests as
well as multiple secondary views for aiding the user in the manual association process
and the analysis of the retrieved tweets. The More view was designed to accommodate
the two strategies that make use of the structural information of the tweets: leveraging
replies and hashtags.

3.3.1. Assignment View. The Assignment View is shown in Figure 3. Each debate is
uniquely associated with a color that is consistently preserved throughout the inter-
face. The system presents the user a tweet labeling request selected either by the
Ambiguous retrieval or the Near-Duplicates strategies, to be assigned to one of the pre-
defined debates (panel a in the figure). To assist with the manual association of the

3http://getbootstrap.com
4https://lucene.apache.org
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Fig. 3. Assignment View: a set of visual aids to facilitate tweet retrieval. (a) Labeling request for a Twit-
ter post. (b) Visualization of the labeling requests in a broader context. (c) List of debates of interest. (d)
Discriminative features for the selected debate. (e) Tweets retrieved by the selected debate.

current tweet, its non-stop words are shown with the color of the debate in which they
occur more frequently.

Debates are presented as a vertical list (panel c), which follows the principle of
grouping tweets assigned to the same debate in a same spatial region. Each debate
shows its name and its similarity score with the current tweet in the labeling request.
The similarity score is shown explicitly as a number, and also as a horizontal bar with
length proportional to the score value, while always spanning to the panel width for
the top-scoring debates. The reason for this design choice is that length is a preatten-
tive attribute of visual perception and one of the most effective channels for encoding
quantitative values [Ware 2012].

Whenever the user hovers the mouse over a debate, a sample tweet associated to
that debate is shown. She can also click on a debate to access all its assigned tweets
and discriminative features on a side panel. All background panels of the interface
are colored according to the selected debate, except for the Assignment panel, which is
colored with the debate that has the highest similarity score with its displayed tweet.
The set of system-extracted discriminative features is shown as a sequence of terms
(panel d), in which the order and length of the bar underneath are defined by the fea-
ture weight. If the user believes that a discriminative feature shown is not appropriate
to this particular debate, she can modify it accordingly by dragging the feature to the
proper debate.

The context panel (panel b) includes multiple visualizations to inform the labeling
task. The Keyword Distribution tab allows observing the frequency distribution of any
non-stop words occurring in the labeling request over the debates. Bar charts are a
suitable choice, because they are good for analytical and accurate comparison of a
value across multiple categories [Kirk 2012]. Two other visualizations place the label-
ing request in the global context of the currently retrieved and non-retrieved tweets.
Given the potentially large number of tweets, they show only a sample, which includes
tweets from the labeling requests and a stratified sample of those retrieved by each
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debate. Since we aim at showing relationships between the tweets, both visualizations
rely on a graph metaphor, where the nodes represent tweets. An edge connects a pair
of nodes if their similarity score is above a user-selectable threshold for one common
debate. The two visualizations differ in how nodes are laid out: by the forces exerted by
the connections in the Force Layout, or arranged in a circle in the Ring Visualization.

The Force Layout is one of the most common solutions to show networked data [Mun-
zner 2014]. As a result of the force-directed algorithms simulating the effect of spring-
like physical forces acting on the edges and repulsive forces on the nodes, the resulting
layout tends to show spatial clusters of similar, or highly related nodes. Graphs of
this type are commonly employed to represent different Twitter visualizations from
followers graph [Hussain et al. 2014] to retweet relationships between users [Morstat-
ter et al. 2013] and hashtag networks [Jussila et al. 2013]. Our Ring Visualization is
similar to a chord diagram with same-width chords and edge bundling to minimize
cluttering and reveal high-level edge patterns [Holten 2006]. Its radial network layout
is a good choice for showing relationships between different categories [Kirk 2012].
Chord diagrams have been used for visualizing different aspects of Twitter data else-
where [Gabrielli et al. 2014; Prasetyo et al. 2016].

Furthermore, we followed the principle of attention management in ATR-Vis
[Wang Baldonado et al. 2000], ensuring that a visual cue with the results of a user
selection is provided [Munzner 2014]. For instance, when double-clicking on any tweet
in any of the views, we immediately attract the user’s attention to the assignment
panel, which shows the tweet. Both the Force Layout and the Ring Visualization are
coordinated with the assignment panel as the labeling request is highlighted in the
graph.

Other possible interactions in this view include: labeling the current request, flip-
ping through the list of requests, selecting new posts for inspection, visualizing all user
requests, getting the closest neighbors (most similar posts) to a post, and resampling
the nodes currently visualized. There is also a bar at the top of the screen for keep-
ing track of the sequence of actions, which also serves the purpose of visualizing the
impact of each change.

3.3.2. More View. This view, presented in Figure 4, allows interaction with two of the
active retrieval strategies introduced to leverage the reply chains and the hashtags
co-occurrence. The left-most panel (panel f ) shows the reply-based conversation of a
source tweet displayed as a tree layout. Hierarchical tree networks are good to rep-
resent the structure of conversations [Kirk 2012; Cogan et al. 2012; Pascual-Cid and
Kaltenbrunner 2009], where the approximate number of replies and the number of dif-
ferent branches can be assessed at a glance. The specific reply chain is selected accord-
ing to the number of tweets involved and its potential to reveal conflicting retrievals,
as explained in Section 3.2.4. The user can explore the posts in the conversation, aided
by the color indicating to which debate each one was retrieved, and decide whether
an individual post or a whole subsequence of replies should be labeled. This view is
especially useful in situations where there is topic drift.

The second view shows hashtags deemed as relevant for the user to inspect and pro-
vide feedback regarding their specificity to any of the given debates. The information is
presented as a bipartite graph where one node depicts a selected hashtag and the other
nodes depict the debates (panel g). Since linewidth is also a preattentive attribute of
visual perception [Ware 2012], edge width is used to indicate the similarity value that
measures the relatedness of the hashtag to a particular debate as explained in Section
3.2.3. Usage distribution of the target hashtag among the retrieved tweets for each de-
bate is also shown. This is complemented with a panel on the right (panel h) that lists
all the tweets containing the focus hashtag and retrieved to a specific debate. Similarly
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Fig. 4. More View. (f) Exploring a conversation thread on Marine Mammal Regulations. (g) Exploring how
the hashtag #unfairelxnsact is associated with different debates. (h) Enumeration of tweets containing a
hashtag.

to the previous strategy, the user can label individual posts or all posts containing that
hashtag.

4. RESULTS

In this section we present results after evaluating ATR-Vis from multiple perspectives.
We first present the datasets employed in these studies, followed by the parameter
settings used in the strategies, and quantitative results of our retrieval strategies as
compared with alternative retrieval strategies by means of a simulated user or oracle.
We also describe two use cases that aim at describing typical scenarios of exploratory
analysis with our framework. Finally, a user-oriented evaluation is described where
three target users have interacted with the system in a pair analytics session [Arias-
Hernandez et al. 2011]. Another use case illustrating the applicability of our tool in
a different scenario than the parliamentary datasets considered so far is shown in
Appendix A.

4.1. Datasets

Experiments were conducted on two parliamentary datasets. The first one refers to the
Canadian House of Commons during the period 12-16th May 2014. We selected the 11
debates that received most attention in the parliament during that week (measured
in terms of their overall length of discussion), since these were more likely to gener-
ate an expressive number of opinions in social media. The second dataset refers to 5
mainstream debates being held in the Brazilian Federal Senate from 25th to 29th May
2015. The title of these debates are presented in Tables III and V. Transcripts of the
selected debates were extracted from the respective parliament websites.5, 6

We used Twitter’s streaming API to collect tweets during the weeks of interest. Since
it returns a minor fraction of the total volume of tweets at any given moment (roughly
1%), we must, to the maximum extent, restrict our search to Canadian (or Brazilian)

5http://www.parl.gc.ca/Default.aspx?Language=E
6http://dadosabertos.senado.gov.br/
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political tweets in order to gather as many relevant tweets as possible without in-
troducing many spurious ones. Furthermore, the collection procedure should not be
biased towards any specific keywords, or the resulting datasets would depend on the
choice of keywords and will likely report these keywords as being relevant. Bearing
this in mind and in agreement with recommendations by Miranda Filho et al. [Filho
et al. 2015], we used as initial information the parliament members’ Twitter accounts.
Twitter user names for the Canadian Parliament members were obtained from the
Politwitter website,7 while for the Brazilian case 80 Twitter user names, out of 81
senators, were identified manually. We collected tweets that were either posted by a
parliament member, replied to a post by any of them, or that included one of their
Twitter user names in its text. This resulted in datasets containing 16,297 and 9,625
original tweets (no retweets) for the Canadian and the Brazilian data, respectively.
We chose to ignore retweets since they would be automatically retrieved to the same
debate as their original tweets, distorting the retrieval results.

Although our algorithm assumes that labeled data is not available—with the ex-
ception of the active retrieval strategies, where a user provides a few labels—we still
need a subset of labeled tweets for evaluation purposes. Yet, sampling this subset is
far from trivial. The most unbiased strategy would be to randomly select the instances
to be labeled. Let us refer to a sample obtained with this approach as the sampling
subset A. Therefore, for the Canadian data we manually labeled 1,000 randomly sam-
pled tweets. However, we observed that most of the retrieved tweets (719 out of 1,000)
are not related to any of the target debates. Adopting such a strategy would require us
to label several thousands of tweets in order to gather sufficient tweets for each target
debate, which would evidently be infeasible.

Our alternative sampling strategy was then to randomly select a percentage of the
tweets that are retrieved for each debate by our proposed algorithm. This subset suf-
fices for us to estimate the precision of the proposed retrieval method, but in order
to evaluate the recall we must also randomly sample from the non-retrieved pool of
tweets. So, from this latter group we sampled as many tweets as the number sampled
for the most popular debate. Overall, we manually labeled 2,634 additional tweets for
the Canadian data (comprising a sampling subset B), in addition to the 1,000 ran-
domly sampled tweets (subset A). In the case of the Brazilian data, for a good compro-
mise between benefit and labeling effort we only applied the second strategy (sampling
B), obtaining 1,064 labeled tweets. Our code and the resulting datasets, including the
labeled subsets, are publicly available.8

4.2. Parameter Setting

To avoid retrieving tweets that are only loosely related to a debate, we assign tweets
to the debate with the highest similarity score if that score is above a given threshold,
which in our experiments we set to 1.0. As discussed in Section 3.1, the values in
matrix Ω indicate the relevance of the extracted features to the different debates, and
hence their contribution to the similarity scores of tweet-debate pairs. Based on an
initial appreciation of feature importance, these weights have been initialized to 1.5 for
hashtags, 1.0 for keyterms and URLs, and 0.5 for user mentions. Weights are adapted
when employing the ambiguous retrieval strategy, as described in Section 3.2.1.

The initial number of features is |D| × κ keyterms, |D| × µ user mentions and URLs,
and |D| × τ hashtags, where κ, µ and τ were set to 5, 2 and 1, respectively. The active
retrieval component requires setting a single parameter, namely the minimum debate
frequency for filtering stop hashtags. As this value should be proportional to the num-

7http://politwitter.ca/page/canadian-politics-twitters/mp/house
8http://web.cs.dal.ca/∼soto/debatesTweets.html
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Table II. Accuracy, macro-precision, macro-recall, R-precision and MAP for the unsupervised retrieval
method, a random active retrieval strategy, ReQ-ReC, and the ATR-Vis’ selection strategies using the
Canadian dataset. *The number of labeling requests reported for ReQ-ReC is an average over all
debates.

Retrieval method Accuracy Macro-Pr Macro-Re R-precision MAP #Requests

Unsupervised (1st iteration) 0.61 0.74 0.55 0.67 0.70 0
Unsupervised 0.80 0.75 0.68 0.70 0.71 0

Random active retrieval 0.81 0.76 0.70 0.71 0.73 100
ReQ-ReC 0.29 0.26 0.70 0.66 0.64 116*

Ambiguous retrieval (1) 0.83 0.80 0.75 0.75 0.75 15
(1) + Near-Duplicates (2) 0.84 0.81 0.76 0.76 0.76 24
(1) + (2) + Hashtags (3) 0.89 0.82 0.81 0.79 0.80 60
(1) + (2) + (3) + Replies 0.92 0.83 0.86 0.82 0.84 100

ber of debates, in our experiments we filtered out hashtags that appear in over a fourth
of the debates, i.e. df(ho) > (|D|/4). The sensitivity to parameter settings is discussed
in Section 4.6. We adopted the same parameter settings on both datasets.

4.3. Retrieval results

We consider multiple evaluation metrics in reporting our results, namely accuracy,
given by the ratio of correctly retrieved tweets to the total number of retrieved tweets,
and macro-precision and macro-recall, due to the strong imbalance in the distribution
of tweets in the debates. Furthermore, we consider two additional metrics that take
into account the ranking or scores of the retrieved instances. One is Mean Average
Precision (MAP), which indicates the average precision of the results across different
levels of recall. The other metric is R-precision, which measures the precision of the top
R retrieved documents, where R is the number of known relevant documents [Manning
et al. 2008]. We also report precision, recall, R-precision and MAP for each debate.

As per our initial assumption, we found out during labeling that most tweets in
our datasets are single-labeled. For those few multi-labeled tweets we consider their
retrieval to be correct if they are associated with any of their multiple debate labels.
Note that although we can only report the results for the labeled tweets, we perform
the retrieval steps and selection strategies considering all tweets in T , all of them
having the same probability of being selected for labeling requests regardless of their
labeled status.

A summary of the performance of the unsupervised retrieval method and the various
active retrieval strategies on the Canadian dataset is presented in Table II, which also
includes the number of labeling requests needed by each retrieval approach. For the
unsupervised method, we report two separate results. One refers to the method after
its first iteration, i.e. considering only the keyterms extracted from debates as dis-
criminative features, while the other refers to applying the full unsupervised method,
i.e. considering relevance feedback from the tweets to expand the list of features. We
can see from Table II that the pseudo-relevance allows retrieving many more relevant
tweets while retaining a comparable precision.

To examine the impact of the proposed selection strategies on improving retrieval
accuracy, we first applied each strategy separately and then calculated the number
of tweets that were correctly retrieved as a result of its application. When using the
hashtag-based strategy, for each non-stop hashtag ho we simulate the oracle by ran-
domly selecting three labeled tweets from T (ho). If the three tweets are labeled with
the same debate, then all tweets including this hashtag will be considered as belonging
to that debate. A similar approach was adopted when simulating the user in the reply-
based strategy. The results for each strategy, on 100 labeling requests (divided into
blocks of 10 requests), are illustrated in Figure 5. The line representing the ambigu-
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Fig. 5. Canadian dataset: for each selection strategy, the number of correctly retrieved tweets. Blue trian-
gles show the results of applying the four strategies in sequence.

ous retrieval strategy is shorter because only 20 tweets from our test set have nearly
equal scores to their most similar debates. We also report the results of applying all
the selection strategies in sequence (in the same order as described and reported in
Table II). The results highlight that combining these four strategies for retrieval out-
performs the independent application of any of them.

Evaluation metrics of the retrieval methods relative to each Canadian debate are
presented in Table III. We can see that for most debates the proposed active retrieval
method effectively improves both precision and recall, while for some debates it only
improves one of these measures while the other drops, or improves much less so. For
instance, there is an increase in recall and in precision, respectively, for the debates
“Fair Elections Act” and “Marine Mammal Regulations”. Moreover, the extent of the
improvement varies: it is expected that on debates for which the unsupervised method
already performs extremely well, as it is the case of “Meat Inspection Act”, the im-
provement introduced by the active retrieval strategies is not as significant as in those
for which the unsupervised retrieval is not as effective, as in the case of “Marine Mam-
mal Regulations”.

To further evaluate the effectiveness of the selection strategies, we compare the re-
trieval results with a random-based selection strategy, which serves as a baseline for
our approach. 100 instances are randomly selected and their labels requested from the
user. Similarly to our active retrieval strategies, labeled tweets are used to expand the
list of discriminative keyterms, which in turn results in more tweets being retrieved.
Likewise, we identify specific hashtags that occur in these user-labeled tweets and add
them as discriminative features to their corresponding debates. The evaluation mea-
sures for this experiment are also included in Table II, which shows averages over 10
runs with randomly selected labeling requests.

We also compare our approach with ReQ-ReC [Li et al. 2014], a state-of-the-art ac-
tive retrieval method. ReQ-ReC executes two iterative loops, where the outer-loop is
responsible for improving recall by forming new queries and retrieving additional rel-
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Table III. Results obtained with the unsupervised retrieval method and the ATR method, for each debate in the Cana-
dian dataset. Debate abbreviations stand for: Fair Elections Act (FEA), Meat Inspection Act (MIA), Employment (EMP),
Aboriginal Affairs (AAF), Veteran Affairs (VAF), Kidnapping of Girls in Nigeria (KGN), Canada Broadcasting Corpora-
tion (CBC), Marine Mammals Regulations (MMR), Housing (HOU), Local Food (LFO), Palliative (PAL).

FEA MIA EMP AAF VAF KGN CBC MMR HOU LFO PAL

#Labeled tweets 670 536 365 394 125 122 101 73 22 8 9

Precision
Unsupervised 0.98 0.98 0.98 0.9 0.99 0.92 0.79 0.67 0.89 0.09 0.18
ReQ-ReC 0.47 0.54 0.35 0.31 0.12 0.14 0.24 0.11 0.09 0.25 0.24
ATR-Vis 0.97 0.98 0.89 0.9 0.97 0.89 0.78 0.88 0.91 0.35 0.67

Recall
Unsupervised 0.65 0.96 0.63 0.8 0.56 0.81 0.97 0.51 0.36 0.37 0.67
ReQ-ReC 0.64 0.84 0.8 0.68 0.96 0.85 0.55 0.8 0.9 0.22 0.45
ATR-Vis 0.94 0.99 0.92 0.81 0.61 0.92 0.97 0.78 0.95 0.75 0.89

R-Prec
Unsupervised 0.87 0.96 0.87 0.81 0.61 0.83 0.85 0.15 0.73 0.37 0.67
ReQ-ReC 0.59 0.82 0.72 0.62 0.91 0.85 0.55 0.66 0.87 0.22 0.45
ATR-Vis 0.94 0.98 0.89 0.81 0.64 0.89 0.86 0.79 0.91 0.5 0.78

MAP
Unsupervised 0.91 0.97 0.87 0.81 0.77 0.88 0.88 0.12 0.78 0.19 0.67
ReQ-ReC 0.49 0.79 0.73 0.59 0.9 0.83 0.48 0.71 0.87 0.22 0.45
ATR-Vis 0.95 0.99 0.91 0.78 0.76 0.91 0.85 0.77 0.95 0.59 0.85

evant tweets, while the inner-loop’s job is to maximize the precision of the retrieved
tweets. The labeling requests are selected considering the uncertainty of an SVM clas-
sifier, which is trained as part of the method’s inner-loop. At each inner-loop iteration,
10 tweets with the minimum distance to the decision boundary, i.e. 5 from each side,
are selected as the labeling requests. Once these requests are labeled by the user, the
classifier is retrained and applied to the corpus of retrieved tweets. The inner loop ends
when the classifier performance converges. Then, a new query based on the retrieved
tweets is formed in the outer loop and used to recover additional relevant tweets.

ReQ-ReC’s authors compared variations of their method regarding expanding the
query based on retrieved instances. On our Canadian dataset and on the datasets pre-
sented in [Li et al. 2014], the “Active” method, which uses Rocchio’s method for query
expansion [Manning et al. 2008], outperforms any other variation for query expansion.
Since ReQ-ReC works under the assumption of having one single query at a time, it has
been applied separately to each debate. The results of applying the slightly modified
version of the original ReQ-ReC (Active method) to the Canadian political dataset are
shown in Tables II and III. The number of labeling requests (#Requests) for ReQ-ReC
in Table II indicates the average number over all debates.

Results show that our method, which uses specific Twitter features, outperformed
ReQ-ReC on all the evaluation metrics. Moreover, we observe that Macro-Precision for
ReQ-ReC is much lower than R-Precision and MAP. This may happen since the system
does a good job of finding relevant tweets in the first outer iterations and ranking them
at the top of the retrieved tweets. However, most of the lower-ranked tweets retrieved
may not be highly relevant to the debate, and since they are considered to formulate
new queries, it leads to a deterioration of the overall retrieval precision.

We partly replicated the previous experiments considering the Brazilian parliamen-
tary dataset. A comparison of the retrieval results before and after the application of
our retrieval strategies is presented in an aggregated manner and segregated by de-
bates in Tables IV and V, respectively. The results indicate that the pseudo-relevance
feedback of the unsupervised approach increase the retrieval recall at the expense of a
drop in the precision. This is somewhat expected as adding new features to the debates
may introduce spurious tweets. However, the active learning strategies seem to iden-
tify the incorrectly retrieved instances as the retrieval precision surpasses the initial
values while also succeeding in finding new relevant tweets that previously failed to
be retrieved.
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Table IV. Accuracy, macro-precision, macro-recall, R-precision and MAP for the unsupervised retrieval
method, and the ATR-Vis’ selection strategies using the Brazilian dataset.

Retrieval method Accuracy Macro-Pr Macro-Re R-precision MAP #Requests

Unsupervised (1st iteration) 0.74 0.74 0.73 0.70 0.73 0

Unsupervised 0.71 0.72 0.77 0.71 0.66 0

Ambiguous retrieval (1) 0.73 0.73 0.82 0.73 0.67 3
(1) + Near-Duplicates (2) 0.78 0.79 0.82 0.74 0.69 24
(1) + (2) + Hashtags (3) 0.80 0.82 0.88 0.78 0.8 60
(1) + (2) + (3) + Replies 0.77 0.79 0.9 0.78 0.75 90

The results broken down by debates shed some light on the reasons for the retrieval
performance. Despite being handled as separate bills at the Brazilian Senate, debates
on the topics of social security changes and workers’ rights reforms are tightly related.
Therefore, it is only after some user feedback that false discriminative keyterms are
identified. Better retrieval rates are attained on all debates after simulating user feed-
back, as depicted in Table V.

Table V. Results obtained with the unsupervised retrieval method and the
ATR-Vis’ selection strategies, for each debate in the Brazilian dataset.
Debate abbreviations stand for: Social security (PRE), Workers’ rights
(TRA), Political reform (REF), Fiscal adjustments (AJU) and Brazilian
Development Bank (BNDES).

PRE TRA REF AJU BNDES

#Labeled tweets 89 116 175 121 129

Precision
Unsupervised 0.42 0.78 0.66 0.9 0.82
ATR-Vis 0.67 0.87 0.67 0.9 0.81

Recall
Unsupervised 0.67 0.69 0.92 0.83 0.75
ATR-Vis 0.95 0.85 0.95 0.81 0.93

R-Prec
Unsupervised 0.47 0.73 0.66 0.83 0.83
ATR-Vis 0.56 0.82 0.73 0.84 0.94

MAP
Unsupervised 0.29 0.58 0.75 0.81 0.84
ATR-Vis 0.56 0.74 0.82 0.74 0.92

4.4. Use Cases

In this subsection we discuss and compare the application of ATR-Vis to two use cases,
the Canadian parliament debates and Brazilian federal senate debates. In order to
showcase the suitability of the tool to other domains, another use case featuring major
international news during the period 15-27th July 2016 is also presented in Appendix
A.

4.4.1. Canadian parliamentary dataset. We now describe how an analyst could use the
ATR-Vis framework to retrieve relevant tweets about the Canadian parliamentary
debates. A short video showcasing the tool and its interaction functions is provided as
part of the Supplementary Material to this paper.

The user is first presented the Assignment view, shown in Figure 3. She may start
exploring the list of tweets retrieved for each debate and the list of discriminative
features, in case some of the retrieved tweets are unexpectedly associated with a mis-
taken debate. Assuming no major issue is identified in the retrieval, the user may
focus on the labeling request presented in the assignment panel (panel a), as address-
ing the request is likely to improve the retrieval accuracy considerably. In this case the
tweet requested is “@justintrudeau watching to see how you vote on bill c-571, there are
enough seals clapping behind stephen harper when he opens his mouth”, and we can
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Fig. 6. Ring visualization: identifying weak connections between unretrieved tweets and under-represented
debates.

anticipate why the method has found evidence it could belong to the debate on Marine
Mammal Regulations, which addresses the regulation of seal hunting in the arctic,
and to the debate on “Meat Inspection Act”, debated as bill c-571 (notice both debates
are shown with a long horizontal bar, unlike the others in the debates list). Its manual
labeling to the correct class (“Meat Inspection Act”) will contribute to strengthening
the evidence that keyterm “c-571” is a highly discriminative feature for this particular
debate.

The Ring Visualization, shown in Figure 6, allows the identification of connections
among tweets retrieved by different debates, which is an indication of potentially con-
flictive retrieval. Let us assume that the user is interested in finding more tweets
associated with the debate on Palliative Care (shown in orange), which seems to be
under-represented in the current retrieval. After exploring the connections between
tweets related to Palliative and unretrieved tweets (shown in gray), she finds out that
some tweets mention the apparent mentor of the Palliative Care bill (@stevenjfletcher),
albeit without using any of its typical keyterms. This interaction could lead to its in-
corporation into the features characterizing this particular debate, and therefore con-
tribute to increasing the retrieval recall.

The More view enables taking advantage of the tweets’ structural characteristics to
improve the retrieval process (Figure 4). On the left hand side interesting reply chains
according to the criterion described in Section 3.2.4 are presented for user inspec-
tion using a space-filling tree layout. The one shown refers to a conversation around
the topic of seal hunting regulation. Twelve of these tweets have been correctly re-
trieved to the debate “Marine Mammal Regulations” as indicated by their associated
color. However, three tweets were incorrectly retrieved to the debate “Meat Inspection
Act”, whose inspection and correction represents an opportunity to improve retrieval
precision for both classes. The user can notice that other slightly related topics are
mentioned in some of the tweets, such as Canadian cultural aspects related to seal
hunting. These tweets were not retrieved because they use a different vocabulary than
the typical topics mentioned in the debate. Incorporating them increases the recall
and enriches the vocabulary associated with this debate. Also some “branches” of this
conversation turn into an exchange of aggressive posts not at all discussing debates or
political differences. The user can anticipate the nodes where this situation is likely
to happen by inspecting branches with several non-retrieved (gray) nodes and refrain
from labeling this branch.

In the middle panel, specific hastags can be leveraged by supervising or correcting
the most likely retrieval of the tweets that include them. The first nine hashtags shown
in the figure are specific to the debates “Fair elections act” and “Employment”, with the
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Fig. 7. Beginning of the user involvement considering the Brazilian Parliamentary dataset. (a) Ambiguous
retrieval. The word “veto” is mistakenly associated to the debate “Social security” (Previdência social), and
hence in conflict with the correct debate BNDES (b) Leveraging hashtags. The hashtags “#cpidacbf” is mis-
takenly associated to “BNDES” due to a transitivity with the hashtag “#CPI” which is also frequent in posts
related with the debate “BNDES”.

exception of “#jobs” which also appear in tweets related to other debates. The user can
further inspect the tweets making use of each hashtag (on the right panel) and the
bipartite graph depicting hashtag-debate connections for a selected hashtag. She may
decide to label the hashtag as a discriminative keyword of a particular debate, with
the additional option of automatically retrieving all the tweets including them to that
debate. At any time the user can submit the modifications and see the impact of her
interactions in the overall retrieval process.

If our user were a political journalist, there are several interesting findings that
she could discover from the interaction with the tool. For example, the debate “Fair
elections act” attracted by far the most attention in social media. By skimming over
some retrieved tweets in this class, it can be noted that major concerns were raised
by Twitter users regarding the possibility of using the bill in an anti-democratic spirit
by the government in power. In addition, by inspecting the discriminative features for
this debate, a list of the URLs, which includes several news articles, can be identified.
This can help find the most influential articles on Twitter.

4.4.2. Brazilian federal senate dataset. As opposed to the previous use case, in this case
we assume that the user starts interacting with the system from scratch. Therefore, at
the beginning several features learnt from the debate transcripts are not completely
discriminative. For instance, in the debate about “Social security” (Previdência social)
the term veto is used extensively, while curiously other senators did not use it at all
while discussing other debates that week. As a result, some of the initial labeling
requests prompt the user to provide feedback when tweets talk about a veto for other
bills (Figure 7-a). The user can indicate the correct debate for these cases, which leads
to a decrease in the weight of the term veto for the “Social security” debate, or directly
removing keyword veto from its discriminative features.

As indicated by the previous experiments, leveraging hashtags is the most effort-
efficient way of providing feedback as it is likely to affect a considerable number of
retrieved tweets. Due to alleged corruption cases in Brazil, senators and the general

ACM Transactions on Knowledge Discovery from Data, Vol. 11, No. 4, Article A, Publication date: July 2017.



Visual Interactive Information Retrieval in Twitter A:23

Fig. 8. After a batch of user feedback using the Brazilian Parliamentary dataset. (a) The tweet translates
as “We just witnessed a crime against workers. By a tight difference, the Senate approved today part of the
fiscal adjustment proposed by the PT government” and could be connected to the debates “Fiscal adjustment”
and ”Workers’ rights” (b) The highlighted tweet, which translates as “To our fellows and social institutions, I
ask for your patience and support to our government during this time of necessary adjustments”, signals the
association to the “Fiscal adjustment” debate due to the presence of the word “adjustment”.

public requested internal investigations through a CPI (Portuguese acronym for “Par-
liamentary Investigation Committee”). Therefore, the system recognized frequently
used hashtags like #cpibndes or #cpidacbf (Figure 7-b). The first one is strictly related
to the BNDES debate, whereas the second one is about investigating the Brazilian
Confederation of Football. After submitting the appropriate feedback (jointly with the
feedback on other hashtags), the user can observe a 70% increase in the number of
tweets retrieved.

After a first batch of user feedback, features indeed become more specific, and the fol-
lowing labeling requests presented to the user are ambiguous even for humans. These
difficult cases can also be identified from the graph visualizations. In the force-based
graph, bridges and clusters of nodes with mixed colors are likely to indicate posts ex-
hibiting some ambiguity regarding the features learned for each debate, as illustrated
in Figure 8-a with the debates “Fiscal adjustment” (Ajuste fiscal) and ”Workers’ rights”
(Direitos do trabalhador). Similarly, by interacting with different link thresholds in the
Ring Visualization, it is possible to identify additional non-retrieved tweets that are
related to a specific debate. Figure 8-b illustrates a case of a tweet weakly connected
to the debate “Fiscal adjustment” because it includes the word “adjustment”. There
are also replies to these senators’ posts, which potentially lead to the identification of
additional relevant tweets.

4.5. ATR-Vis Pair Analytics Evaluation

We performed an evaluation of the system with three domain expert users by means
of a pair analytics process [Arias-Hernandez et al. 2011], which is carried out with one
Subject Matter Expert (SME) and one Visual Analytics Expert (VAE). Our first SME
is a journalist and expert in online news and multimedia. As part of her daily work,
she searches in Twitter to find interesting topics for stories and to identify active in-
fluential users to follow, study and interview with. She is also a university professor
teaching journalism in the context of modern digital platforms. The second SME is a
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university professor in Sociology and Criminology, whose recent research interests in-
clude the portrayal of crime and racism in social media. Our last SME is a student tak-
ing a multidisciplinary degree in Criminology and Computer Science, and a research
collaborator of the second SME. The latter two users are interested in understanding
the discourse related to crimes in social media. In their opinion, analyzing social media
is very important for social science researchers as people express their opinions more
freely and more honestly than they would in answering questionnaires. We refer to the
first, second, and third SMEs as SME1, SME2 and SME3, respectively. The VAE was
one of the authors of this paper.

Inspired by the work of Lam et al. [2012], in this evaluation we followed the guide-
lines of two of their seven evaluation scenarios. The first scenario is “Visual Data Anal-
ysis and Reasoning” (VDAR), which discusses the evaluation of tools to support analyt-
ical tasks. Since these are typically complex and context sensitive, these evaluations
are usually case studies with realistic tasks and domain experts. Questions for this
scenario address ways in which the tool can help users to find the information they
are seeking, form hypothesis and make decisions. The second scenario is “User Experi-
ence” (UE), which aims at evaluating people’s opinions and their personal experiences
about a tool, to what extent it was successful in assisting them to complete the tasks
in their minds, and their suggestions for improvement. Questions for this scenario ad-
dress the user appreciation of the system, whether they would consider using ATR-Vis
in their work/research, and their suggestions for improvements.

Before the evaluation session, we asked the SMEs to quickly familiarize themselves
with the debates of our Canadian parliament dataset. They were given links to news
articles and Wikipedia pages of the corresponding bills. We started the evaluation ses-
sion by asking background questions, such as whether they need to search/analyze
Twitter data in their profession, what information they look for and how they obtain
this information; e.g. whether they use any external tools and whether they feel their
information needs are satisfied. Then, we overviewed our dataset and explained the
motivation of our system. We followed this by showcasing ATR-Vis along with its main
interactive features. Then, the SMEs, assisted by the VAE, conducted the retrieval of
tweets by interacting with different features of ATR-Vis. SMEs were encouraged to
provide feedback and to review the effects of their interactions on the assignment of
tweets, hashtags, and discriminative features to the debates. At the end of the session,
they answered questions about ways ATR-Vis can be used to meet their information
needs, comments for improving the system, and their general evaluation of the system.

4.5.1. Before pair analytics with ATR-Vis: SMEs’ background. As part of her daily work, in
order to find relevant information or stories about a topic, SME1 tends to search for an
active Twitter account or a hashtag related to that topic. She uses Twitter advanced
search and Hootsuite9 to find such accounts, and Storify10 and Banjo11 to generate
stories and identify people to interview. However, SME1 stated that the tools she is
currently using miss relevant information: “we tend to fall back to those things that
are easiest often because we are rushed, we follow an account, or we follow a hashtag,
but we do miss a whole lot. Because there are relevant tweets that do not have those
keywords and that has always been a problem”.

SME2 has extensive experience in performing content analysis or discourse analysis
on traditional media such as news articles. However, she has not used any content
analysis tools, but manually studied the news articles, as in her opinion, content and

9https://hootsuite.com/
10https://storify.com/
11http://ban.jo/
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discourse analysis tools are not rich enough to always capture the meaning of the
article. She added that ensuring that important information is not missed is a very
difficult task and an issue for social science research. SME2 plans to perform content
and discourse analysis on Twitter for her research, and she knows that she cannot rely
only on some keywords for finding relevant information.

SME3 has made use of Twitter advanced search and stated that its results are not
very accurate: “It gives you tweets that does not have anything with what you are look-
ing for”. She added that in her opinion this search engine also misses relevant tweets.
She supports her opinion with an example about how hashtags can result in receiving
irrelevant information. During the last winter Olympics, the hashtag “#WeAreWinter”
was used in Canada in tweets supporting Canadian teams or reporting news about
these games. However, some people used this hashtag in posts not related with the
Olympics. For instance, somebody might just say “I just went to the supermarket
#WeAreWinter”.

4.5.2. During pair analytics with ATR-Vis: main interactions. SME1 found that “the tool is
pretty straightforward” to use and that showing the discriminative features are use-
ful especially because the user can control their assignment to different debates. She
also mentioned that the Similarity Hashtag-Debate panel in the More view is use-
ful for labeling all tweets containing a specific hashtag with one single assignment,
which in turn may reduce the number of labeling requests as well. In addition, in her
opinion, the Force Layout View is very helpful in determining the clusters of tweets.
Therefore, the user can perform a deeper analysis on these clusters and see whether a
story exists or not. For instance, SME1 commented that there is a dense cluster for the
“Fair Elections Act” and she would be interested in analyzing this cluster to determine
whether “one political party or one political group is really responsible for a lot of this
conversation”. She also mentioned that the Force Layout can be used for determining
debates with a broader range of topics from the composition of the clusters. She exem-
plified his remark with the observation that debate “Aboriginal Affairs” seems to have
a broader range of topics, which are in common with other debates, as compared to
“Fair Elections Act”.

SME2 liked all the features and mentioned that the Assignment View is “very useful
and user friendly”. She found particularly useful that she can assign discriminative
features to different debates and see the effect of this assignment on how tweets are
retrieved. She added that: “people make a lot of bizarre references to things that have
nothing to do with something else” and therefore it is important that ATR-Vis gives
the ability to examine tweets retrieved by the automatic method and change the de-
bates/topics of tweets. She mentioned that such a feature is very useful when the com-
puter or the user makes a mistake: “It alleviates human error that is riled in social
sciences”. Also, by looking at different branches of a conversation and the colors of its
nodes in the Reply Tree, she noted how fast people can change their minds about a
topic.

In SME3’s opinion all features of ATR-Vis are useful: “I think it is all really useful
and what part becomes the most useful depends on the individual topic”. For instance
for some topics, the Reply Tree will be extremely useful, but with other topics, it might
not be as useful as visualizations in the context view. Then, she continued “I do not
think that there is anything on here that is a waste of space and it is all useful”. She also
found the ability to make corrections even to her own errors, with simple interactions
such as drag and drop, very helpful.

4.5.3. After pair analytics session: questionnaire. We posed three main questions to SMEs
after finishing using the tool: “What advantages and possible other uses you find for
ATR-Vis?”, “Would you consider using this system for your own work/research?” and

ACM Transactions on Knowledge Discovery from Data, Vol. 11, No. 4, Article A, Publication date: July 2017.



A:26 R. Makki et al.

“What limitations did you find and/or what suggestions can you give us to improve the
tool?”
What advantages and possible other uses you find for ATR-Vis?
SME1 mentioned that ATR-Vis can be useful for other tasks that go beyond the goal of
just searching for tweets. The first task is to find active Twitter accounts in her topics
of interest: “I can see this being useful at various points along the process for a jour-
nalist, one is looking for people...When you are assigned to a story and you are doing
background information, so one way would be to find people. Because if you find people
who are actively engaged on Twitter, you can track them down, you can call them up,
you can do interviews”. The second task is to learn about emerging topics and events.
The SME currently utilizes Google News alerts to receive information about her topics
of interest, but she mentioned that it searches for News stories only, not tweets. The
last task is to look for patterns and trends and identifying related debates/topics from
clusters of tweets that look interesting for story ideas; e.g. “Marine Mammal Regula-
tions” may be related to “Employment” considering the Inuit communities. She also
exemplified this point saying: “just looking at the connection between Nigerian girls
and missing and murdered indigenous women, ... people are kind of putting the two
of them together; that could be a news story”. SME1 also highlighted the serendipity
allowed by ATR-Vis: “Sometimes we don’t know what it is we are looking for and some-
times it’s like you have a hypothesis, so I think I know what my story is about, but I can
ignore the evidence or I can ignore what is in front of me and I have to rethink my story
and my focus and then reassess. So, a tool like this is great at every step of the game of
the story”.

SME2 pointed out that showing the similarities between hashtags and debates in
the Similarity Hashtag-Debate panel is useful for the content/discourse analysis as
only considering the appearance of hashtags in tweets cannot always capture their
meaning: “in criminology people use a lot of hashtags specially with race, issues, fear
and crime in general”. SME2 added that ATR-Vis can be used in identifying the con-
nections that people make: “in my line of research that is what makes it important and
it is something that I could never do on my own and that’s what makes a program like
this so important is to actually look at the verbal connections that people make on their
own”.

SME3 commented on the possibilities for ATR-Vis to gather accurate public dis-
course: “I definitely stand by thinking that it’s going to be the best way to get really
good public discourse on issues in any social science”. She added that performing tra-
ditional research in social sciences, through face-to-face interviews or questionnaires,
has many difficulties such as finding people who are willing to be interviewed in today’s
fast-paced world and also avoiding social desirability bias. In her opinion, ATR-Vis can
help social science researchers gather more accurate opinions faster and easier than
traditional methods in social sciences, which is very important in their line of research.
She concluded saying: “ATR-Vis is far more accurate than using Twitter Search”.
Will you consider using this system for your own work/research?
SME1 stated: “I would definitely try this again” and “I would even have this as one
of the tools in our students’ toolbox to use when they are working on their stories”.
SME2 commented “This has actually exceeded all of my expectations because it just
makes the possibility of my research big”. She added that the research possibilities are
endless and the fact that there is a system that can make it happen is interesting. The
SME mentioned that, although she is relatively new to the study of social media, she
finds ATR-Vis very useful: “This is something that I would use for every single piece of
research, something that students can do master theses on”. SME3’s response was: “Yes,
it is definitely very user friendly and well designed”.
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What limitations did you find and/or what suggestions can you give us to im-
prove the tool?
Both SME1 and SME2 commented that they miss the capability of adding new debates
on the fly to the list of debates. For instance, SME1 mentioned that she found interest-
ing tweets and discussions about the debate on abortion among the tweets and wanted
to add this topic/debate to the list in order to retrieve its relevant tweets.

SME1 added that being able to put different tags/notes on tweets, hashtags and fea-
tures would be very useful, especially when multiple users are working together or the
user is interacting with the system in multiple sessions. For instance, the user may put
some tags showing how certain she is about the label of tweets and hashtags or even
about the authority of an account. In this case, she may want to further investigate
cases with low certainty or ask her colleagues’ opinions about them. Finally, integrat-
ing ATR-Vis with Facebook posts and Instagram is another addition to the system
commented by SME1. She also mentioned that being able to track back stories and see
when they started and what was the trigger, i.e. having a timeline, would be useful.

4.6. Discussion

In this subsection we discuss various aspects of the experiments described above.

4.6.1. Numerical experiments. The experimental results obtained on two distinct
datasets showed the advantages of applying our selection strategies. In general, the
poorer the retrieval for a given class is, the more the debate benefits from the active re-
trieval strategies for improving its retrieval results. The selection strategies based on
the ambiguous retrieval and hashtags are the most effective ones as shown in Tables
II and IV. However, the strategy of simulating the user introduces certain limitations.
For the Canadian dataset we leveraged 12 hashtags, which generate 36 requests as we
assume that 3 tweets are needed to inspect the hashtag. More realistically, in view of
her domain knowledge a user may not need to inspect a hashtag to understand how it
is used. Likewise, the reply strategy is more suitable for visual inspection rather than
for a massive retrieval after some random posts in the reply chain are inspected.

4.6.2. Sensitivity due to data sampling. We also analyze how sensitive the experimental
results are to the specific sample considered by investigating how they are affected
when more labeled tweets are added. Therefore, we first considered only subset B,
which contains 60% of the retrieved tweets for different debates, as our test set and
then we evaluated the effects of adding to it the 1,000 randomly selected tweets of sub-
set A. Precision remains stable for most debates as it is observed in Figure 9. For de-
bates with relatively few tweets such as “Local Food” and “Palliative and End of Life”,
which are more sensitive to small changes in their retrieved tweets, there is a reduc-
tion in their precision. This also explains the low precision of the retrieval methods
(Table III), which results from retrieving a few wrong tweets for these debates. For re-
call, the effect of adding subset A into subset B is even less significant. The comparison
of the overall accuracy (B = 0.98, B∪A = 0.99), macro-precision (B = 0.82, B∪A = 0.83)
and macro-recall (B = 0.84, B ∪ A = 0.85) also indicates no major effect of extending
the test set with randomly sampled tweets.

4.6.3. Model selection. The results reported in Tables II and III show the accuracy of
our methods for the parameter settings introduced in Section 4.2. Although the per-
formance of the method may be sensitive to different parameter configurations, we
hypothesize that the proposed active retrieval strategies can compensate for negative
effects incurred due to parameters not set optimally. The accuracy of our unsupervised
and ATR methods in terms of the number of keyterms used in the initial step, κ, is
presented in Figure 10. The solid blue line shows the accuracy for the unsupervised
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Fig. 9. Precision for each debate before and after adding tweets of subset A to subset B.

Fig. 10. Accuracy before and after applying ATR strategies with different values for the number of
keyterms. A value of κ = 5 is used in our experiments.

retrieval model, where one observes that performance is affected by the choice of this
parameter. The black-dotted line represents the result after the ATR strategies, and
we can see that these strategies improve the results of the unsupervised retrieval fairly
independent of the parameter choice. The solid orange line shows the results of ATR
after doubling the number of labeling requests. The result supports our hypothesis
that additional requests to the user can compensate a non-optimal parameter configu-
ration, as in all cases a similar upper bound in accuracy is obtained regardless of the
number of keyterms used.

While developing the active retrieval strategies we tested several other approaches.
This involved different keyterm extractions for debates and tweets, different text sim-
ilarities, different vector-space text representations (e.g. character and word-bigrams
with binary, integer and real-valued weights) and different approaches to identify stop
hashtags (e.g. degree centrality on the co-occurrence graph). We selected the design op-
tions that worked best for our tasks, while we favored the simpler model or approach
when no clear difference was observed.

4.6.4. Use cases. The debates in the Brazilian dataset are more semantically related
to each other than the Canadian one, and hence their retrieval performance is lower.
Furthermore, the week of May 2015 was shaken by the news of investigations on cor-
ruption and arrests of high-level managers in the federal international football associ-
ation (FIFA). Given that football is a very popular and sensitive topic to many Brazil-
ians, this resulted in a large number of noisy posts being merged with the discussions
of the ongoing debates at the Brazilian Senate. Yet, this allowed us to evaluate ATR-
Vis in the context of uncontrolled external events.

Regarding the use cases, some interesting differences were observed between the
two datasets. The typical reply pattern in the Brazilian dataset is the public replying to
senators without interacting among each other, while in the Canadian dataset people
tend to engage more in conversations. In the Brazilian dataset we also noted that
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tweets involving the senator Romário de Souza Faria—who used to be a highly popular
football player—seem to generate a substantially higher traction among Brazilians
compared to any other senator. In the case of the Canadian Parliament, we note that
the leaders of the major political parties are the ones that trigger most of the tweets
followed by those senators involved in the proposal of the bills of interest.

4.6.5. Retrieval error analysis. The proposed automatic retrieval method is not flawless,
which indeed prompted our motivation for incorporating the user into the retrieval
loop. This is particularly the case at the beginning where some initial features may
not be good indicators for discriminating the debate of interest, so user intervention
is necessary. The correct identification and filtering of hashtags by the system plays
a major role in the retrieval of tweets. False negatives in the identification typically
leads to a large number of tweets being retrieved to the wrong debates, or failing to
retrieve those. False positives are less harmful but imply in unnecessary labeling effort
from the user.

Inadvertent user mistakes when providing feedback are also possible. In some sce-
narios, some of the visual components of the tool can be useful to detect such incon-
sistency. For instance, if a user mistakenly assigns hashtag “#c23”, which is the bill
number for “Fair Elections act”, to the debate “Marine Mammal Regulations”, numer-
ous connections between these two debates in the Ring Visualization provide an in-
dication that there has been an error in the retrieval/supervision, especially if those
connections are unexpected for the user. Subsequent inspection of the tweets and their
discriminative keywords can fix the incorrect supervision.

However, for some cases neither the system nor the user could identify possible in-
consistencies, and hence incorrect retrieval can pass unnoticed. Most of these errors
result from difficulties in understanding the semantics of tweets, as the method mostly
relies on vector similarities. Sarcastic tweets are one common example. Another ex-
ample is spam tweets that use misleading URLs or hashtags just for the sake of being
visible among trending topics.

5. CONCLUSIONS

This paper presented ATR-Vis, a user-driven visual framework for active retrieval tar-
geted specifically for Twitter data. This framework addresses an existing challenge in
the analysis of social media data, which is to assure that the information relevant to
an analytical task is retrieved attempting to maximize both recall and precision. The
proposed framework has been applied and evaluated in a task scenario of retrieving
Twitter posts related to a set of target debates occurring in a parliament house over a
certain period.

The experimental results demonstrate that the framework can successfully inte-
grate a user into the retrieval task so as to improve both retrieval precision and recall.
User involvement is kept to a minimum by carefully selecting and submitting Twitter
entities, i.e. posts or hashtags, for user supervision based on their estimated poten-
tial to improve the retrieval outcome. Our strategies for selecting these entities were
favorably compared against other approaches including a state-of-the-art system for
interactive retrieval.

The interactive interface enables a user to explore, inspect and modify the retrieval
process, so that user interactions actually modify how the system works. It gives non-
technical users—who might be political analysts or journalists—the tools for obtaining
a reliable Twitter collection responding to their information needs before carrying out
any data analyses. Furthermore, this user-driven approach yields a higher versatility
to adapt the framework to different domains without any additional model refinement,
which would typically require a data mining expert. We showcased possible flows of
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analysis using ATR-Vis in the context of two datasets corresponding to the retrieval of
tweets related to parliamentary debates being held in Canada and Brazil. No language
tuning was required in handling content in English or in Portuguese, as all methods
implemented in the framework are language independent.

In order to have a stronger understanding of ATR-Vis, its different interactive vi-
sual features, and its efficiency in assisting users in finding relevant information, we
performed an evaluation with three domain experts. All three experts provided pos-
itive feedback for ATR-Vis, and acknowledged the need for this type of tools for the
accurate retrieval of tweets. They also shared interesting insights on potential im-
provements and further developments. Although beyond the scope of this article, we
have also applied ATR-Vis for the retrieval of non parliamentary debates, where we
considered a set of top news stories that received great media attention as our topics of
interest to retrieve tweets about. While Appendix A discusses some use cases showing
how ATR-Vis can support the retrieval of relevant tweets to selected news stories, our
assumption is that in other domains additional features related to poster’s time and
location, URL’s text content and user profiles need to be further investigated.

There are possible avenues for extending this work. We conceived ATR-Vis as a nec-
essary step for retrieval of Twitter data, where retrieved posts are likely to be pipelined
to other tools for content analysis. In addition, assigning impact scores to each label-
ing request based on its probability of improving the overall accuracy of the retrieval
can help users in assessing the labeling effort. Finally, another interesting aspect is
to evaluate this framework in the context of stream data—as opposed to the static
dataset evaluations considered in this paper. This will involve finding strategies to see
how the system faces the cold start problem at the beginning and how it should “forget”
data when memory is exceeded.
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A. USE CASE: RETRIEVING TWEETS ASSOCIATED TO RECENT NEWS STORIES

ATR-Vis has been also assessed with other non-parliamentary datasets, where news
stories that received great attention from the media during the period 15-27 July
2016 have been used, namely: “Terrorist attack in Nice”, “Brexit”, “Colombia’s gov-
ernment and FARC”, “Dallas shooting”, “Israeli-Palestinian conflict”, “Killing of Afro-
Americans”, “Orlando nightclub shooting”, “Refugee crisis”, “Rio 2016 Olympics”,
“Turkey attempted coup”, “US Presidential campaign”. We considered news articles
from CNN and Fox News related to each story to extract keywords and set our initial
queries. The tweets collected during this period accounted for 9,277,751 after retweets
and non-English posts were discarded. We have made this dataset also publicly avail-
able.12

We now describe how a user could interact with ATR-Vis to retrieve relevant tweets
to these stories and even learn more about them. Due to several terrorist attacks and
events of a violent nature that happened during the period we collected our dataset,
the selected news stories have a high degree of similarity to each other, which makes
the automatic retrieval of tweets a difficult task. The user can perceive this similarity
between the stories through different visual components of ATR-Vis. The user may
start with the Assignment View and the first suggested labeling request. As shown in
Figure 11 the labeling request is “BoingBoing: RT AkyolinEnglish: 17 Turkish police
officers killed in Ankara - by the junta-would-be. Horrible. It seems the coup wont be
sub...”. While “Turkey attempted coup” is the correct association for this tweet, the
system also finds “Dallas shooting” as a potential candidate, due to the presences of
terms: “police” “officers” and “killed”. After the user assigns the tweet to the correct
event, the retrieval system also learns from this interaction to dampen the ambiguous
terms for “Dallas shooting” as they may also appear in other stories.

Then the user may want to focus on the context panel, where she can explore
the connections between tweets based on their similarities to the stories. Figure
12 shows that “Dallas shooting” (in orange) and “Killing of Afro-Americans” (in
pink) are strongly related stories. For instance, the inspected tweet: “Watch: Baton
Rouge: Timeline of Shooting: A look at the attack that left three police officers dead.
https://t.co/UjqfSO8RXh” contains elements from both stories as there is a mention to
killed officers, and to Baton Rouge, the city where an Afro-American was killed. ATR-
Vis is able to find the connections between these stories, and also find intermediate

12http://web.cs.dal.ca/∼soto/debatesTweets.html

c© 2017 ACM. 1556-4681/2017/07-ARTA $15.00
DOI: http://dx.doi.org/10.1145/0000000.0000000

ACM Transactions on Knowledge Discovery from Data, Vol. 11, No. 4, Article A, Publication date: July 2017.



App–2 R. Makki et al.

Fig. 11. The Assignment View showing the labeling request, discriminative features, and keyword distri-
butions for tweets on emerging news stories.

Fig. 12. The Force Layout shows the tight connection between the story of “Dallas shooting” (in orange) and
“Killing of Afro-Americans” (in pink).

stories (appearing as a hub between two clusters) that may not belong to any of the
stories of interest.

Let us assume the user is interested in finding more tweets relevant to the story
“US Presidential campaign” (shown in red), which seems to be under-represented. Ex-
ploring the connections between tweets related to this story and non-retrieved tweets
(shown in gray), allows the user to find some relevant tweets, which in turn refines
its discriminative features and improves its retrieval accuracy (recall and precision).
For instance, Figure 13 shows the tweet “LA Times suggests MILITARY COUP when
Trump wins Presidency https://t.co/oiRGbunXj3”, which also has connections to tweets
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Fig. 13. ATR-Vis can be used to improve the recall of a story. This image shows the connection of a non-
retrieved with two of our stories, which the user can inspect to decide on its correct retrieval.

associated with the story “Turkey attempted coup”. Since this tweet contains the terms
“military” and “coup”, ATR-Vis could not make a confident decision about its assign-
ment. Associating this tweet with “US Presidential campaign”, results in adding the
expanded URL of the tweet to the list of discriminative features for this story, which
will be in turn used to retrieve more relevant tweets.

The last interaction is with the Similarity Hashtag-Debate. The identification of
hashtags that are good indicators of our selected news stories and assigning them
to the proper story can be an important contribution to improve recall and precision
of the retrieved tweets. After reviewing different hashtags and the tweets containing
them, the user can easily assign hashtags like “#CharlesKinsey”, “#TurkeyCoupAt-
tempt” and “#NiceFrance” to their corresponding story. In addition, there are other
less obvious hashtags, like “#BlueLivesMatter”, which after some inspection can be
understood as a response to the hashtag “#BlackLivesmatter”, in support for the offi-
cers killed in the “Dallas shooting”.
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